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Paraphrase Detection

* Paraphrase detection “find out whether the
given two sentences convey the same meaning
or not”.

* Four Indian languages (Hindi, Punjabi, Tamil
and Malayalam).




* Since there are no annotated corpora or
automated semantic interpretation systems
available for Indian languages .

* Creating benchmark data for paraphrases and
utilizing that data in Open shared task
competitions will motivate the research
community for further research in Indian
languages.



Task description

* There were two subtasks under shared task on Detecting
Paraphrase in Indian Languages (DPIL).

— Subtask 1: Given a pair of sentences from newspaper domain, the
shared task is to classify them as paraphrases (P) or not paraphrases
(NP).

— Subtask 2: Given a pair of sentences from newspaper domain, the
shared task is to identify whether they are paraphrases (P) or semi-
paraphrases (SP) or not paraphrases (NP).

Given: A pair of Sentences S1 ={w1,w2,..wm}and
S2={w1,w2,..wn} in same language.

Task1: Classify whether s1 and S2 are P or NP
Task2: Classify whether S1 and S2 are P or NP or SP
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[The deceased Nisha was eldest of three siblings |
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[Out of three siblings, deceased Nisha was the eldest]
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Hindi [The basic salary of deputy minister is increased from 10k to 35k] SP
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[The basic salary of deputy minister is 35k]
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[Deepa came at 4™ position in gymnastics]
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[Since independence 11 male athletes have been to Olypics]
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[84 percent voting in Puducherry] p
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[Puducherry assembly elections recorded 84 percent of the vote)
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[In order to fulfill Abdul Kalam’s dream, planning is fo send a satellite per month)] SP
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[Abdul Kalam's dream was to send a satellite]
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[Statues and paintings were found from the rooms]
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[A total of 71 stone statues have been recovered in a three day raid]




Applications of Paraphrase Detection

Paraphrase identification is  strongly
connected with generation and extraction of
paraphrases.

Evaluation of Machine Translation system.
Question answering system

Automatic short answers grading is another
interesting application which needs semantic
similarity for providing grades to the short
answers.



Evaluation Metrics

Number of correct instances

Accuracy = -
Y Total number of instances

Number of correct paraphrases

Precisionp =
P Number of detected paraphrases

Number of correct paraphrases

Recallp =
ecate Number of reference paraphrases

Subsequently. F1 — score can be calculated as:

2% P’recisiﬂnp X Recaiip

Fl — scorep = —
P Premsmnp + RecaEIp

Precisionp + Precisionyp+Precisiongp

Macro— P =

Number of classes

Recallp + Recallyp+Recallgp
Macro — Re = ‘

Number of classes
2% Macro— P X Macro — R
Macro — P+ Macro — R

Macro — F1 score =



Average Number of Words per Sentence

DPIL Dataset

Subtaskl (in pairs) Subtask2 (in pairs)
Language . :
Train Test Train Test
Tamil 2500 900 3500 1400
Malayalam | 2500 900 3500 1400
Hindi 2500 900 3500 1400
Punjabi 1700 500 2200 750

Subtask -1
Language
Sentence 1 Sentence 2 Pair
Hindi 16.058 16.376 16.217
Tamil 11.092 12.044 11.568
Malayalam 9.253 9.035 9.144
Punjabi 19 485 19.582 19.534

Subtask - 2
Language
Sentence 1 Sentence 2 Pair
Hindi 17.78 16.48 17.130
Tamil 11.097 11.777 11.437
Malayalam 0.414 8.449 8.932
Punjabi 20,994 19.699 20.347




Vocabulary Size vs Tasks

e Vocabulary size for Hindi & Punjabi languages is less than Tamil and
Malayalam. Tamil and Malayalam are highly agglutinative in nature
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Participants

* 35 teams registered -11 teams successfully
submitted their runs — Working notes 10.

Registered

Submitted

ALL



Methodologies

Two teams used the threshold based method to detect the paraphrases,
remaining teams used the machine learning based approaches.

Most of the teams used the common similarity based features like cosine,
Jaccard, and only two teams used the Machine Translation evaluation
metrics, BLEU and METEOR as features.

Very few teams used the synonym replacement and Wordnet features.
For Tamil language, team KEC@NLP used the morphological information
as features to the machine learning based classifier. KS_JU team used the
word2vec embeddings.

The top performing team (HIT-2016) for the three languages used the
character n-gram based features and they experimented the results for
different n-gram size.



Features used

. BITS- CUSAT CUSAT NLP-
Features Anuj ASE PILANI NLP TEAM HIT2016 JU-NLP KS_JU NLP@KEC NITMZ
POS v v v
Stem/Lemma v v v v v v
Stopwords v v v
Word Overlap v v v
Synonym v v v
Cosine v v v v v v
Jaccord v v v
Levinstin v v
METEOR/BLEU v v
Others IDF Soundex WordNet BoW MN-gram Dice word2vec Morph
Log Reg/ Gradient Multi- .

Classifier Random 148 Random  Threshold  Threshold Tree 5MO nomial Log Maximum Prob NN

Forest . Entropy

Forest Boosting Reg




Team Name Language Subtask | Sublask 2

Accuracy F1 Score Accuracy(Micro-F1) Macro-F1 Score
Anuj Hindi 0.92 0.91 0.90142 0.90001
ASE Hindi 0.35888 0.34 0.35428 0.3535
ASE-1* Hindi 0.8922 0.89 0.666 0.667
BITS-PILANI  Hindi 0.89777 0.89 0.71714 0.71226
CUSAT NLP Malayalam 0.76222 0.75 0.52071 0.51296
CUSATTEAM  Malayalam 0.80444 0.76 0.50857 0.46576
DAVPBI* Punjabi 0.938 0.94 0.74666 0.7274
HIT2016 Hindi 0.89666 0.89 0.9 (0.89844
HIT2016 Malayalam 0.83777 0.81 0.74857 0.74597
HIT2016 Punjabi 0.944 0.94 0.92266 0.923
HIT2016 Tamil 0.82111 0.79 0.755 0.73979
JU-NLP Hindi 0.8222 0.74 0.68571 0.6841
JU-NLP Malayalam 0.59 0.16 0.42214 0.3078
JU-NLP Punjabi 0.942 0.94 0.88666 0.88664
JU-NLP Tamil 0.57555 0.09 0.55071 0.4319
KS_JU Hindi 0.90666 0.9 0.85214 0.84816
KS_JU Malayalam 0.81 0.79 0.66142 0.65774
KS_JU Punjabi 0.946 0.95 0.896 0.896
KS_JU Tamil 0.78888 0.75 0.67357 0.66447
NLP@KEC Tamil 0.82333 0.79 0.68571 0.66739
NLP-NITMZ Hindi 0.91555 0.91 0.78571 0.76422
NLP-NITMZ Malayalam 0.83444 0.79 0.62428 0.60677
NLP-NITMZ Punjabi 0.942 0.94 0.812 0.8086
NLP-NITMZ Tamil 0.83333 0.79 0.65714 0.63067




Sarwan Award Winners

Punjabi | Hindi Malavalam | Tamil Rank
0.932 0.907 0.785 0.776 :

. First™
(HIT) (Anij) (HIT) (HIT)
0.922 0.896 0.729 0.741 Second
(JU KS) | (HIT) (JU _KS) (KEC) ‘
0.913 0.876 0.713 0.727 Third
(JU) (JU_KS) (NIT-MZ) (NIT-MZ)




Conclusion and Future Scope

Tamil and Malayalam language accuracy is low as
compared to the accuracy obtained by Hindi and Punjabi
language.

Discrepancies can be found in manually annotated
paraphrase corpus .

Extend the task to analyze the performance of cross-genre
and cross-lingual paraphrases for more Indian languages.

Detecting paraphrases in social media content and code-
mixed text of Indian languages.

Role of Morpho-Syntactic knowledge with Recursive Auto
Encoders in Paraphrase Detection in Indian Languages.

Applying to Machine Translation Evaluation.
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